DEFINITION 9.1

THEOREM 9.1

THEOREM 9.2

DEFINITION 9.3

Given two unbiased estimators 6; and 6, of a parameter 6, with variances
V(6,) and V (6,), respectively, then the efficiency of 6, relative to 6,, denoted

eff (@1, 0,), is defined to be the ratio
V(b))

eff(@l, éz) = — 7=
V(61)

An unbiased estimator §, for 6 is a consistent estimator of 6 if

lim V(,) = 0.
n—>oo

Suppose that 0, converges in probability to € and that 9,/1 converges in probability
to 6.

a 6, + 0 converges in probability to 8 + 6.

b 8, x 6 converges in probability to 8 x 6.

¢ If6’ #£0,8,/8 converges in probability to 6/6" .

d If g(-) is areal-valued function that is continuous at 6, then g(@,,) converges in
probability to g(0).

LetY,, Y, ..., Y, denote arandom sample from a probability distribution with
unknown parameter 6. Then the statistic U = g(Yy, Ya, ..., Y,) is said to be
sufficient for 6 if the conditional distribution of Yy, Y», ..., Y,, given U, does
not depend on 6.

Foctorisodon  Theofem

THEOREM 9.4

THEOREM 9.5

Let U be a statistic based on the random sample Y;, Y5,..., ¥,. Then U is a
sufficient statistic for the estimation of a parameter 6 if and only if the likelihood
L) = L(y1, Y2, ---, Y, |0) can be factored into two nonnegative functions,

L(YI, y2a ""yn |9) = g(uae) X h(YI, )72, ) Yn)

where g(u,0) is a function only of # and 6 and h(yi, 2, ..., y,) iS not a
function of 6.

The Rao-Blackwell Theorem Let & be an unbiased estimator for 6 such that

V(0) < oo. If U is a sufficient statistic for 6, define 8* = E(# | U). Then, for
all 9,
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Method of Moments

Choose as estimates those values of the parameters that are solutions of the
equations p;, = my, fork = 1,2, ..., ¢, where ¢ is the number of parameters
to be estimated.
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Method of Maximum Likelihood

Suppose that the likelihood function depends on k parameters 6, 6, . .., 6.
Choose as estimates those values of the parameters that maximize the likelihood
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