


Regression: predicting a real number

D = {(x ,y ), … , (x ,y )}





Each dimension in x is called a “feature”, d features in total





















General linear predictor:



How to choose w and b?

Loss function











Find (w,b) that minimize L(w,b)  	 (optimization)



Gradient Descent

Function f from  	        , differentiable

Goal: minimize F




















































Fact: Gradient is the direction of steepest ascent; negative gradient of steepest descent.

























Let’s start at	 	 	 and take a step

How to maximally increase F(u+v)? 


